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1 Abstract

Neural networks can be used to analyze an individual’s positional data

in order to determine who the person in question is. Our Senior Design team

worked on developing a system in which one’s identity can be guessed based

on one’s gait, sway, or general movement traits. Based on our findings, the

system was modified as the resolution of initial measurement device was not

high enough to properly train a neural network, and a new method was used

to record positional data. The goal of this report was to review our design

process and reflect on the methods we used to implement the design, as well

as review the changed made in the final implementation.

2 Introduction

Our senior design project’s goal was to use neural networks in order

to ’guess’ who an individual is based on their positional data, or data that

was extracted or derived from said positional data. Neural networks have

a variety of applications for military and civilian use, and can be used in

order to observe patterns in human behavior. Initially, our design utilized

a LiDAR infrared camera in order to measure distance data. Later, a HTC

Vive remote was used to measure position in 3 dimensions. The data col-

lected throughout the project was analyzed by MATLAB and used to train a

neural network, which would be presented a test file of an individual who the

network would attempt to identify. Throughout the course of the project,
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recording techniques were updated, as the use of a tripod allowed us to re-

record needed data and the HTC Vive remote allowed us to obtain higher

resolution positional data.

3 Overview of The Design

Initially, our team began researching how to collect data from the Li-

DAR sensor, as well as study how neural networks work and what neural net-

works can achieve. We eventually managed to properly wire a USB-UART

connector and an Arduino to a PC to collect data from the LiDAR sensor.

However, we found that the Arduino’s software had difficulty running, and we

managed to find and edit code in C that would allow us to collect data using

the USB-UART device connected to the LiDAR sensor. We recorded data

by walking towards the camera, roughly from 4 meters away, and stopping

roughly 30 cm in front of the camera. Most recordings were intended to train

the neural network, and a few recordings were reserved for testing purposes.

This data was recorded containing a sample number, distance, and signal

strength data. The distance data was extracted and used in MATLAB for

analysis. Using discrete fourier transforms, a graph of acceleration vs. fre-

quency was able to be found. Additionally, using MATLAB we were able

to plot acceleration vs. time and velocity vs. time. Dr. Goggans provided

us with a tripod mount for the LiDAR sensor, which we used to re-record

some data that we could not use due to the subject not being directly in the
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line of sight of the camera. After all data was recorded, we initially intended

to use the Google Tensorflow neural network toolbox to train and test the

network to identify us based on our movement. However, we decided to use

Python and the neural.py package that Dr. Jones suggested. Before the data

could be fed into the neural network, it was preprocessed such that the values

were normalized and it skipped the first 50 or so recorded values such that it

only analyzed movement data.The neural network was trained by using our

position as the inputs, and each target was a corresponding decimal value

associated with one of us. The acceleration was also used as an input in an-

other trial. It was found that the network could not identify an individual,

despite adjustments made to the number of repetitions or if the network was

trained on data sets of 2 or 3 people at once. After meeting with Dr. Jones

once more, we were certain that the LiDAR camera simply did not have the

proper resolution to train the network, and we set about to prove this by

using an HTC Vive remote to record and process movement data through

the same neural network in Python. The data was obtained by wearing the

remote in a drawstring bag on our backs and walking 4 meters down a hall.

Positional data in X, Y, and Z coordinates was recorded. The Y coordinates

corresponded with sway, with the Y axis representing the subject’s left and

right motions. It was found that observable differences in sway could be

seen, with each subject having a distinct plot of distance vs. time. Data was

recorded for training and testing the neural network, and it was found that

out the neural network was able to accurately predict the subject’s identity
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97 % of the time.

4 Setting up LiDAR

In order to record data, we had an Arduino Mega (Figure 1) and a

USB-UART device that we could connect to LiDAR infrared camera for

data collection. We initially attempted to use the Arduino, yet had difficulty

in installing the drivers, and could not consistently record data with it. At

the same time, we also attempted to use C code meant for use with the

USB-UART connector, which was wired to the LiDAR sensor as according

to Figure 3.

4.1 C Code Debugging

After finding C code that could read position data through the UART

device, the code was modified to properly parse and collect the proper bytes

to in order to record position data. Two bytes contained distance infor-

mation, with one by containing high value bits and another containing low

value bits, which was added to the bitshifted high value byte to obtain the

position value, as can be seen in Figure 4. The same method was used to

extract signal strength information. These values each were recorded with

their corresponding sample number. The LiDar sensor operated at approxi-

mately 100 Hz and recorded roughly 100 sample per second. The C code was

optimized and a glitch that would cause outlier values was found and fixed.
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LiDAR position data could now be recorded reliably.

Figure 1: Arduino Mega

Figure 2: LiDAR infrared camera
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Figure 3: USB-UART

Figure 4: The C code used to read postion data

5 Initial Data Collection

1. Our first attempt at data collection was using the Lidar Camera and

USB-UART adapter connected to a personal laptop. We set up the
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laptop and Lidar camera with enough space for the subject to walk

about 2.5-3 meters toward the camera. This worked, but there was a

serious issue. The Lidar sent the distance data back in an inconvenient

fashion and a parsing algorithm had to be created to read the data

correctly. Until this issue was fixed, we attempted another way to read

the data.

2. Our second attempt was using the Lidar and and a Arduino Uno Board.

This would theoretically fix the way the data was being sent back so we

use the data. The company that sells of the Lidar camera, Seeed, has a

wiki that has many examples using Arduino boards so we anticipated

the setup to be seamless. A problem arose when we discovered the

Arduino Uno only had 1 UART sender/receiver and 2 were needed by

the Lidar. One for receiving the data, and one for sending the data to

a monitor. This required another change.

3. We switched our design to use the Arduino Mega Board instead of the

Uno. This board had the required hardware and once connected, we

were ready to record more data. At this time, the parsing algorithm was

finished. We decided on going back to the USB-UART adapter since

we needed to re-record the data anyway and we were more comfortable

with the Adapter than the Arduino.

4. We re-recorded all the data that was unusable using the USB-UART

and everything worked as planned. We each were recorded 40 times. 35
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were for training and 5 were for testing. Using the parsing algorithm,

we were able to print out the distance data to new files to be sent off

to MATLAB to be analyzed.

Figure 5: Prior to using a tripod, this is how we set up the camera

6 Extracting Acceleration Information (MAT-

LAB)

Using MATLAB, our parsed position data was used in order to obtain

a plot of acceleration vs. frequency through the use of a discrete fourier
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transform. Using this, we were able to obtain plots of acceleration vs time

and velocity vs. time. We found that acceleration vs time plot only changed

in 1 m/s2 increments, which was unusual (See Figure 9).

Figure 6: Old MATLAB Code pt 1
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Figure 7: Old MATLAB Code pt 2
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Figure 8: Distance vs Time

Figure 9: Acceleration vs Time
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Figure 10: Acceleration vs Frequency

7 New Data Collection and Analysis

After initial MATLAB analysis, we consulted Dr. Goggans who helped

us edit our MATLAB code in order to obtain smoother plots for acceleration

vs time (See Figure 16). Dr. Goggans provided us with a tripod for use with

our LiDAR camera, as seen in Figure 11, which was used to re-record data

in which the subject was not in the camera’s line of sight.

A problem with the data was from how the camera recorded data. If the

subject walked out of the infrared beam of the LiDAR, the beam took the

position data of the wall. This made the data unusable.
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Figure 11: Tripod LiDAR camera
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Figure 12: New MATLAB Code pt 1
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Figure 13: New MATLAB Code pt 2
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Figure 14: Distance vs Time
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Figure 15: Velocity vs Time
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Figure 16: Acceleration vs Time
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Figure 17: Acceleration vs Frequency

8 Neural Networks and LiDAR

It was at this point we needed to discuss with Dr. Jones. At our first

meeting with him, he taught us how to process the data and what he recom-

mended. He explained the basics of what a neural network is, and showed

us some python examples to help guide us in creating a neural network. He

also told us about using just 2 targets instead of all 3 to help the network

make a decision. Since there were only two targets, the decimal values used

for each person’s target would be either 0.0 or 1.0, and the neural network’s

predicted value should be very close to one of these two values. As we created
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our neural network, we encountered a few issues.

8.1 Data Preprocessing

Before data could be used to train neural networks, it had to be pro-

cessed such that it could be used effectively. The values for position/acceleration

were normalized, and the first 50 values of each recording were skipped such

that only movement data was being analyzed. The inputs for the neural

network consisted of 60 different recordings, 30 per subject, with 30 samples

taken per recording initially, which was later raised to 100. The targets con-

sisted of 40 values, each value a decimal corresponding to a walking subject.

5 recordings for each of us were used to test the network.

8.2 Difficulties with LiDAR Sensor

One of our python libraries, num.py, was not working as intended, which

led to a second meeting with Dr. Jones in the VR Lab. The neural network

was trained at different repetition values, but no changes could change the

predicted value, which was stuck at 0.79 as seen in Figure 18. We showed

him our python code and we tried to debug it as a group. Some errors were

corrected, but the network was still behaving incorrectly. This led to the

possible conclusion that the data from the camera was not enough to train

a neural network. We decided to see if our initial plan to try to create and

train a neural network using gait data was still possible using data from the

21



VR Lab. The equipment used in the VR Lab had better resolution so it

could possibly make a difference. We took some initial data, and decided on

a day where we could collect all the data we needed.

Figure 18: The neural network did not seem to want to work with the LiDAR

data

9 Final Data Collection (HTC Vive)

Under the supervision of Dr. Jones, we set up for data collection in

the VR Lab. The equipment used for the data collection was a HTC Vive

controller placed via a small backpack at the base of the neck, seen in Figure

19. We set up a 4 meter walkway, making sure it was inside the area where

the Vive’s data could be received. We each had 25 files. 20 for training

and 5 for testing. The Vive sent back the position data in 3 dimensions.

In relation to the direction we walked, one was the movement left and right

22



(sway). Another dimension measured movement up and down (bob). The

third dimension measured movement forward and backward. Upon reviewing

the data we noticed the sway to be very unique between all three of us. We

decided to train a neural network using the sway data to see if it could

successfully determine who was the person walking when it is given some

data.

Figure 19: The HTC Vive remote was worn on our backs in a drawstring bag

10 Neural Networks and HTC Vive

Initial review of the HTC Vive position data recordings revealed dis-

tinctions between our Y-coordinate, or sway characteristics, as can be seen in

Figures 20 and 21. A neural network was trained using 40 recordings of 300

samples each for the inputs, and 40 values for targets, with 20 recordings and
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20 values per subject. It was found that the neural network could accurately

determine the identity of a subject 96.7 percent of the time, or 29 out of 30

total tests. An example of a test run of the neural network can be seen in

Figure 22, in which Jared’s identity (1.0) is corrected guessed with a value

of 0.97.

Figure 20: Chris’s sway plot
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Figure 21: Jared’s sway plot

Figure 22: The working running Python script

11 Conclusions

While the LiDAR infrared camera did not seem to have the resolution

required for the neural network to be be able to identify a subject, we have

proven that it is indeed possible for a neural network to identify someone

based on their position data using the HTC Vive. Out of 30 tests, there
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was only one instance in which the network mistook Chris’s identity for

Jared. Future adjustments to this project’s design may include using a higher

resolution infrared camera, and possibly, and possibly utilizing more neural

network package tools for data analysis.
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